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Abstract 

Competition in the business world, especially in the increasingly difficult printing world, requires 

developers to find strategies to increase orders for printed products ordered. An increasing number of order 

data every day can be used to develop marketing strategies if processed correctly. A priori algorithms 

include the type of association rules in data mining. One of the stages of association analysis that attracts 

many researchers to produce efficient algorithms is the analysis of high-frequency patterns (frequent pattern 

mining). The importance of an association can be known by two benchmarks, namely: support and 

confidence. Support (support value) is the percentage of the combination of these items in the database, 

while confidence (certainty value) is the strength of the relationship between items in association rules. 
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I. Introduction 

 With the rapid development of computerized science and technology now it has become an 

important thing and is needed, especially in the development of organizations and management in every 

company or business both government and private. The amount of competition in the business world, 

especially in the printing industry, requires developers to find a strategy that can increase product orders at 

printing companies. With the printing activity every day, the longer the data will be more and more. 

Therefore every company must have a good data processing system so that the data generated from these 

transactions can be useful to be made into a monthly or annual report. The data not only functions as an 

archive for the company, the data can be used and processed into useful information for increasing product 

orders. 

 Printing (printing) is a technology or art that produces copies of an image very quickly, such as 

words or drawings on paper, cloth, and other surfaces. The development of science and technology is 

progressing faster, so that at this time the printing industry has become more complete and modern. Printing 

companies in Indonesia are growing rapidly, both on a large, medium, and small scale. This development 

also took place in the city of Medan, where there were various printing companies in quite a large number. 

The development of the number of printing companies has resulted in increasingly high business 

competition in the printing sector. 

2. Literatur Riview 

2.1 Data Mining  

 Data mining is a process that employs one or more computer learning techniques (machine 

learning) to automatically analyze and extract knowledge. Other definitions include induction-based 

learning (induction-based learning) is the process of forming general concept definitions carried out by 

observing specific examples of concepts to be learned. Knowledge Discovery in Databases (KDD) is the 

application of scientific methods to data mining. In this context data mining is one step in the KDD process. 
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Data mining is defined as a process of finding meaningful relationships, patterns, and new trends by filtering 

very large data stored in storage, using pattern recognition techniques such as statistical and mathematical 

techniques.[1]–[4] 

2.2. Apriori Algorithm 

 A priori algorithm is the most famous algorithm for finding high-frequency patterns. High-

frequency patterns are patterns of items in a database that have frequencies or support above a certain 

threshold called the minimum support. A priori algorithm is divided into several stages called iteration or 

pass, namely: 

1. Formation of itemset candidates, k-itemset candidates are formed from a combination (k-1) -

itemset obtained from the previous iteration. One way of apriori algorithm is to prune a k-itemset 

candidate whose subset containing k-1 items is not included in a high-frequency pattern with a 

length of k-1. 

2. Calculation of support for each k-itemset candidate. Support from each k-itemset candidate is 

obtained by scanning the database to count the number of transactions containing all items in the 

k-itemset candidate. This is also a feature of the a priori algorithm that requires the calculation by 

scanning the entire database of the longest k-itemset. 

3. Set a high-frequency pattern. High-frequency patterns containing k items or k-item sets are 

determined from candidate k-itemset whose support is greater than the minimum support. 

4. If no new high-frequency pattern is obtained, the whole process is stopped. If not, then k plus one 

and then go back to section 1. [5]–[7] 

2.3 Analysis of High Frequency Patterns with Apriori Algorithms 

 This stage looks for combinations of items that meet the minimum requirements of the support 

value in the database. An item's support value is obtained using the following formula: 

𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝐴) =
𝑗𝑇ℎ𝑒 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑑𝐴

𝑡𝑜𝑡𝑎𝑙 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠
 

 

Meanwhile, the support value of 2 items is obtained using the formula: 

𝑠𝑢𝑝𝑝𝑜𝑡𝑟(𝐴, 𝐵) = 𝑃(𝐴 ∩ 𝐵) 

𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝐴, 𝐵) =
∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐴 𝑎𝑛𝑑 𝐵

𝑇𝑜𝑡𝑎𝑙 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠
 

 

Frequent itemset shows items set that have a frequency of occurrence more than the specified 

minimum value (∅). For example ∅ = 2, then all itemsets that occur more than or twice the same time are 

called frequent. The set of frequent k-itemset is denoted by Fk. [7]–[9] 

 

2.4 Formation of Association Rules 

            After all the high frequency patterns have been found, then the association rules are found that meet 

the minimum requirements for confidence by calculating the confidence of associative rules A → B. The 

confidence value of the rules A → B is obtained by the following formula: 





Antransactio

BandninAtransactio
ABPconfidence )/(  

To determine the association rules to be chosen, it must be sorted by Support × Confidence. Rules are taken 

as many as n rules that have the greatest results. [10]-[11] 

3. Results and Discussion 

3.1 Data requirements 
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 The data used in the implementation of a priori algorithm are outlined in the following pattern: 

Table 1. Frequency Patterns 

No. Itemset 

1 Cake Boxes, Letterhead, Brochures 

2 Cake Boxes, Brochures, Letterhead 

3 Cake Boxes, Brochures, Letterhead 

4 Brochures, Cake Boxes, Name Cards 

5 Brochures, Cake Boxes, Name Cards 

6 Cake Boxes, Brochures, Letterhead 

7 Brochures, Letterhead, Invitations 

8 Brochures, Cake Boxes, Envelopes 

9 Brochures, Cake Boxes, Letterhead 

10 Brochures, Invitations, Envelopes 

11 Brochures, Cake Boxes, Letterhead 

12 Letterhead, Cake Box, Envelopes 

 

From table 1 above, tabular results are generated in the following table: 

Table 2. Tabular Transaction data 

No A B C D E F 

1 1 0 1 1 0 0 

2 1 0 1 1 0 0 

3 1 0 1 1 0 0 

4 1 0 0 1 1 0 

5 1 0 0 1 1 0 

6 1 0 1 1 0 0 

7 0 1 1 1 0 0 

8 1 0 0 1 0 1 

9 1 0 1 1 0 0 

10 0 1 0 1 0 1 

11 1 0 1 1 0 0 

12 1 0 1 0 0 1 

 

3.2  Process 

1. Formation of the itemset 

  Process of forming C1 or referred to as 1 itemset with a minimum amount of support = 55% 

With the following formula: 

Support(A)=
∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠  𝐴

∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛
∗ 100% 

 

The following is the calculation of the formation of 1 itemset: 

=
∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝐶𝑎𝑘𝑒 𝐵𝑜𝑥𝑒𝑠

∑ 12
=

10

12
∗ 100% = 83,33% 

=
∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐼𝑛𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛

∑ 12
=

2

12
∗ 100% = 16,67% 
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=
∑ 𝑡𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝐿𝑒𝑡𝑡𝑒𝑟ℎ𝑒𝑎𝑑

∑ 12
=

8

12
∗ 100% = 66,67% 

=
∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑏𝑟𝑜𝑐ℎ𝑢𝑟𝑒 

∑ 12
=

11

12
∗ 100% = 91,67% 

 

=
𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑏𝑢𝑠𝑖𝑛𝑒𝑠𝑠 𝑐𝑎𝑟𝑑𝑠

∑ 12
=

2

12
∗ 100% = 16,67% 

=
∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐸𝑛𝑣𝑒𝑙𝑜𝑝𝑒𝑠

∑ 12
=

3

12
∗ 100% = 25% 

 

Based on the description above, it can be made in table 3 

Table 3. Support of each item 

Itemset Support 

Cake Box 83,33% 

Invitation 16,67% 

Letterhead 66,67% 

Brochure 91,67% 

Name card 16,67% 

Envelope 25% 

 

1. Combination 2 itemset  

 The process of forming C2 or referred to as 2 itemset with a minimum amount of support = 55%, 

The following is the calculation of the formation of C2 or 2 itemset: 

=
∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝐶𝑎𝑘𝑒 𝐵𝑜𝑥𝑒𝑠 𝑎𝑛𝑑 𝐼𝑛𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠

∑ 12
∗ 100% 

  =
0

12
∗ 100% = 0 

=
∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑘𝑠𝑖 𝑚𝑒𝑛𝑔𝑎𝑛𝑑𝑢𝑛𝑔 𝐾𝑜𝑡𝑎𝑘 𝐾𝑢𝑒 𝑑𝑎𝑛 𝐾𝑜𝑝 𝑆𝑢𝑟𝑎𝑡

∑ 12
∗ 100% 

  =
7

12
∗ 100% = 58,33% 

=
∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝐶𝑎𝑘𝑒 𝐵𝑜𝑥𝑒𝑠 𝑎𝑛𝑑 𝐵𝑟𝑜𝑐ℎ𝑢𝑟𝑒𝑠

∑ 12
∗ 100% 

  =
9

12
∗ 100% = 75% 

𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝐶𝑎𝑘𝑒 𝐵𝑜𝑥𝑒𝑠 𝑎𝑛𝑑 𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠 𝐶𝑎𝑟𝑑𝑠

∑ 12
∗ 100% 

  =
2

12
∗ 100% = 16,67% 

=
∑ 𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝐶𝑎𝑘𝑒 𝐵𝑜𝑥𝑒𝑠 𝑎𝑛𝑑 𝐸𝑛𝑣𝑒𝑙𝑜𝑝𝑒𝑠

∑ 12
∗ 100% 

  =
2

12
∗ 100% = 16,67% 

=
∑ 𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐼𝑛𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝐿𝑒𝑡𝑡𝑒𝑟ℎ𝑒𝑎𝑑

∑ 12
∗ 100% 

  =
1

12
∗ 100% = 8,33% 
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=
∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑖𝑛𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠 𝑎𝑛𝑑 𝑏𝑟𝑜𝑐ℎ𝑢𝑟𝑒𝑠

∑ 12
∗ 100% 

  =
2

12
∗ 100% = 16,67% 

=
∑ 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑖𝑛𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠 𝑎𝑛𝑑 𝑏𝑟𝑜𝑐ℎ𝑢𝑟𝑒𝑠 

∑ 12
∗ 100% 

  =
0

12
∗ 100% = 0 

 

Table 4 2-itemset candidates 

Itemset value Support 

Cake Box, Invitation 0 0 

Cake Box, Letterhead 7 58,33% 

Cake Box, Brochure 9 75% 

Cake Box, Name Card 2 16,67% 

Cake Box, Envelope 2 16,67% 

Invitation, Letterhead 1 8,33% 

Invitation, Brochure 2 16,67% 

Invitation, Business card 0 0 

Invitation, Envelope 1 8,33% 

Letterhead, Brochure 7 58,33% 

Letterhead, Business cards 0 0 

Letterhead, Envelopes 1 8,33% 

Brochures, Business Cards 2 16,67% 

Brochures, Envelopes 2 16,67% 

Envelopes, Business Cards 0 0 

 

The minimum support set is 55%, so the combination of 2 itemsset that does not meet the minimum support 

will be removed, looks like table 5 below: 

 

Table 5 Minimum Support 2 itemset 55% 

Itemset Support 

Cake Box, Letterhead 58,33% 

Cake Box, Brochure 75% 
Letterhead, Brochure 58,33% 

a. Result  

 The final association rules are ordered based on the minimum support and minimum confidence 

that has been determined, can be seen in table 6 below: 

Table 6 Final Association Rules 

Aturan Support Confidence 

If ordering a Cake Box, it will order a Brochure 55% 90% 

 

 So, based on table 6 above, the most ordered items are Cake Boxes and Brochures. With the 

knowledge of the most ordered items, the company can find out the most ordered items. 
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4. Conclusions 

 The most ordered printed materials in the data provided can be determined by using apriori 

algorithm, by looking at products that meet the minimum support and minimum confidence, the most 

ordered items are Cake Boxes and Brochures, but in the calculation of support and configuration, it is 

difficult if the data which is processed in large quantities. 
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